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Section 1.4: Predicate Logic

Abstract:
We now cangider the logic associated with predicate wils, including a new set of derivation rules for demaonstrating
validity (the analogue of tamtology in the propositional calculus).

Derivation rules

+ First of all, all the rules of propositional logic still hold. Whew! Propositional wiifs are simply boring,
varighle-less predicate wifs.

= Our author supgests the following " general plan of attack":
o strip off the quantifiers
o work with the separate wifs
e insert quantifiers as necessary
Now, how may we legitimately do so0?

+ New rules for predicate logic: in the following, you should ynderstand by the symbel x in P(x} an expression
with free variabla x, possibly containing other variables: e.p

P(x) = (v9}(39)Q( 5.y, %) (1

o Tniversal Instantiation: from (7% )P (£ deduce P(). [N )Pl ) —s f (£ )

{Cavear: + must not already appear as a variable in the expression for P(x): in the equation above, (1). it

would not do to use P{y) or P(z), as they appear in the expression already.

Example: Practice 22_p_ 43

o Existential Instantiation: from (37 )P (] deduce P(1).

Ceavear: { must ba introduced for the first time (g0 do these early in proofs). You cah do a universal
instantiation which also uses ¢ after an exigtential instantiation with #, but not vice versa (e.g. Example
27).

Example: Ex. #11_p. 58 {starf).

o Tniversal Generalization: from P(x) deduce!. 77 )P ().
Caveats:
= P(x) hasn't been deduced by existential instantiation from any hypothesis in which x was free, and
5 P(x) hasn't been daduced by existential instantiation from another wif in which x was frea.
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Example: Ex. #17_p. 58
(Note: the deductinn methed still applies, of course )

o Existential Generalization: from P(a) deduce( 3% )P ()
Cavear: x must not appear in Pa).

Some results/notes

= Note that
(V9P (2) - Qry) = [Plr)— (VyjQ(ry)
as shown on pages 51 and 52, and
(3P (x) > A(z,v)| < [P(z) > ()D(x,v)

as they supgest Thiz means that we can *"pass over” predicates ontside owr own scope, of include them within
our own scope. This is similar to what we do with summation notation, when, for exempls, we can writa

Frl L) T T

2.2 A(1)B(y)= 2 A(:)Z:;B(;j

i=]1 j=1

s Muole also the method ol proels the author niroduces u tempormy hypothesis. I vou hunk about the
deduction method, it takes a canchisian which is an implication and rewrites it =0 that the implication
disappears (the antecedent becomes cne of he lnvpolheses ). Sularly, we can ke an hvpothesis (n s case.
ane which ve introduce) and wrn a canclusion into an implication 7This 12 the deduction mathod backwards!
That is. supposc that ene starts with A0y 28 true. You add o " temporary hypothesis™ O0x). and from that
deduca A{x)

P(£)AQ() > R(=)
Using the deduction method backwards, we conclude that
Plr) = (Q(r) = Hx),

Since (x) implies the implication Q{x) = R(x) . we can add it as an hypothesis to our arpnment! Think

about it....

Lok at the three procfs using a temporary hypothesis (Examples #31, and 32(a,b)). Notice how the
introdunction of the temporary hypothesis ends with an implication_ which is then useful for the continuation of

the proof.
Example: Practice 25 p. 52
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