Section 2.5: Analysis of Algorithms

Fehruary 9, 2005

Abstract

By ansalysis of algorithms we mesn the study of the effielency
of the algorithms. In thls section we wlll mepsure the eficlency of
an elgorithm by counting operations (and of course we are generally
shooting for & amall numberl).

1 Counting operations directly

lo algorithm SegquentialSearch (p. 148), we search for element z in a list of
7 items. SequentialSearch is a direct method, by comparison with algorithm
BinarySeorch (p. 130}, which is recursive. [g one algorithm more efficient
then the other?

lo the SequeniiaiSesrch, there are three rather interesting cases:

» we find 2 on the very first try (total comparisons: 1!). This is called
the “best-case” scenario.

» we find = on the last try (total comparirons: n). This is the *“worst-
case” BCenario.

» On averape, we require n/2 comparisons.

We will consider the worst-case scenario as the benchmarlc.
e



2 Counting Using Hecurrence Relations

Algorithm BinarpSearch is recursive: it calls itself. Starting from a list of
length n it makes one comparison and then cells itself with a list of half
its initial length. Hence the number of comparisons for the list of length n,
C(n), would be
Cin) = C(nf2)+1

and (1) = 1. Use the “expand, guess, and verify” approach: in the worst-
case scenario, the algorithm will find the element {or not) on its last check
(when it’s down to a list, of length 1).

Cln)=Cn/2)+1=(Cn/A)+ 1) +1=(({Cin/R)+ 1)+ 1)+ 1=..

Obviously this is only going to work (in the sense that C(n/8), etc., make
senpe) if » is & power of 2. Assume that n = 2™, for integer m.

Consider a change of variable: in

C(2™) = C(2™1) 4 1 Cli) = |

we define T(m) = C(2™) so that -
ey )
ER™ ™ 2

Note that T'(0) = C(1) = 1. We can solve easily to get & closed-form solution ..

of
KT{m)=m+Q \ fﬂﬁz n =

Hence, C(n) = C(2™) = T(m]‘= m + 1 =loga(n) + 1. This compares quite
favorably with the worst-case estimate from SequenfialSearch, which would

be 7 (linear in ). " -

( ) IF 422", 12 o5, 2 7o
(For those of you who've forgotten, the log function prows much more slowly
than & linear function.)

Let’s Took at the peneral recunrrence relation of the “divide and conguer™
variety: piven
3(1)
)

S(n

(ﬂf’ﬂ) + g(n)
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Assume n = 2™ for some integer m. Then

S(2%) = a
S(2%) = 8 (2™ 1) + g(2™)

Now we perform the change of variables: let T'(m) = S{2"), so that

T0)=a
T(m) = eI'(m —1) + g(27)

Using formula (8) of section 2.4, p. 134, we get

T{m) = ™ T(1) + i ™ g(2)

=
Then reindexing, since we start with 0 rather than 1, we get

T(m) =™T(0) + 356" o(2)

=1

Finally, substituting back in 5 end n, we pet

Iogan
S(2@™) = glos2ng + E o2 n—sg(2%)

Whew!
The BinarySearch algorithm starte with & sorted list, which is not a require-
ment, for the SeguentinlSearch algorithm; so the comparison isn't really fair.
What if we add a. sort?

Example: Exercige 13, p. 15;1\~ L,

Example: Exercize 14, p. 156
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So we can carry out the BinarySeorch algorithm following e MergeSort (see
the exercises above for ite definition), with

Ioga(n) + 1+ rloga(n) —n + 1
i o - i

T & 5~
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oT sy \,,-f-f-..-_ . T
[ (n+ Diogafn) +2
operations, cornpared with n operations for SegquentiolSearch - which wins in

this case! (n+ 1)oge(n) i superlinear - grows fester than the linear function
n.

If we had started with a sorted list, however, it would make no sense to use
SequentialSearch, since BinerySeanch 18 so much moere efficient.

3 Other criteria

An algorithm should not be analyzed quite so one-dimeneionally as we've
done here, of course: there may be other issues {such as how easily paral-
lelized an slgorithm is, for example) which are more impartant than simple
operation counts.

Ag demonstrated in the case of the Enclidean Algorithm (or ged) in this
section, we may simply be shooting for an npper bound on the number of
operations required (even worse than the worst case scenaricl), when actual
worst-case numbers are hard to come by
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