Section 7.3: Minimization
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Abstract

The word “minimization” in the title of this section refers to our
pursuit of simplified but equivalent Boolean expressions, which we
think of adTepreseniting hardware (logic networks). Our objective is
to start with the canonical form derived from a truth table, and reduce
it to a simpler expression (generally also a sum of products), which is
easier (cheaper, faster) to implement in hardware.

We examine two different techniques for accomplishing this: the
Karnaugh map, and the Quine-McCluskey procedure. The first is aes-
thetically pleasing, but limited to a few boolean variables; the second
can be generalized to handle any number of variables, and can be
coded up relatively easily.

1 Overview

In Section 7.2, we discovered that there is a relatively simple way of passing
back and forth between representations of a truth function (table), boolean
expression, and logic network. In particular, we saw that, given a truth
table, it is simple to construct a Boolean expression (the canonical form)
which is a sum of products. Unfortunately, this expression is often much
more complicated than necessary - it can be simplified, or minimized.

In this section, we consider two methods for dealing with truth tables, and
turning them into simple Boolean expressions. The Karnaugh Map turns
a truth table into an equivalent “matrix”, which we simplify using known



visual patterns; and the Quine - McCluskey procedure plays a similar pattern-
matching game, making selective deletions to trim down the canonical form
to a manageable Boolean expression.

2 Simplification and the Karnaugh Map

2.1 Simplification Rules

A couple of simple equivalence rules make our lives easier (and expressions
smaller):

ry+ry=y (1)
rtry=z+y (2)

We demonstrate the utility of these two rules in the following simplification:
Example 17, p. 500/574. Consider the canonical form given by
E = 212023 + 22023 + 2] 2005

We demonstrate how rule (1) works as follows:

E = zo(m2s + 2i23) + 2i@eny = xo(21 + o) )23 + 22025 = 2oms + 22025
Now we're set up for the use of rule (2):

E = moxs + 2ixony = xo(23 + 27 25)

To demonstrate rule (2) above, we get to use that wacky distributive rule:

E = zo(xs + 212%) = xo((23 + 2)) (23 + 25)) = 22(23 + 7)) = 223 + 202
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2.2 Karnaugh Map Examples

Here’s a two-variable example (XOR - from the half adder of last time):
12y + xh o g
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Example 17: 212023 + 2| 2023 + 22225
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position of the boolean variables in the 2x2 example ahove is
arhitrary, not so for the column labels of the example above: notice that
there is a single change in the Boolean expressions as yon read across the
top. Note also that the far left and right expressions arve also only different
by one change. We could wrap this table and put it onto a eylinder.

A four-variahle example.

[ [ A +°
T1Tg | T | B I | alE N [_{’ y X
Ialg D < 7<‘L ‘5 [
1 Loyt Ky, Xg) T X, Kot
L A 1 % / X
:r'_’_=.1:_-_ | 1 [ = XL)('S XL-/

In this case, there 12 nothing arbitrary about either row- or colomn-labels:
von conld wrap top to bottom and right to left, which means that this table
conld be wrapped onto a torus [or donut shape).

In this section we study a method for simplification, not just representation,
aor how do we simplify?
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Check out this trick (idempotence):

. / / A . | / ! Wl P nd Y — 4 /
o |2l = 2w + w2l + 22, = 2w+l + (22, + 2lal) = 2 + 2
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Notice, however, that this is really the same as rule (2) above:

’ ’ ror / r r /
Tywo + ;ywhy + 2wy = ) (e + a%) + 112y, = 2] + ;ay = 2] + 2

Example: Example 17: x12003 + 22023 + 2i202s = .p(zl )KLy 5{3)
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Note that we need to wrap to do this one; furthermore see how much more
simply we simplify this expression than we did up top: we use idempotence,
then the simplification rule (1) twice (not needing the second, its role being
handled by the idempotence).
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There may be multiple simplifications of a Boolean expression:

Example: Exercise #1, p. 512/5,86
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We may need to look for quads, rather than pairs:

Example: Exercise #4, p. 512/586 ,
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3 Simplification and the Qume-McCluSkey pro-

cedure

In this procedure, we do exactly the same thing as in Karnaugh, but we do
it without the matrix (or table). We search for those elements of the truth
table which differ by a single entry, and then reduce them.

We may have to do the reduction in several steps, as illustrated in Table
7.16, p. 509/583. Part (c) of that table represents a column of four 1s in the
Karnaugh map.

In the end, we have to determine which of the resultant products is necessary
to recreate the initial truth table. We do this with a second type of table, as
illustrated in Table 7.17, p. 510/584. This is essentially a pattern-matching
table (we’ll talk about these pattern-matches in our discussions of regular
expressions in section 8.2): each of the column label expressions (the original
product terms) is compared to the “deleted elements” of the result tables
(e.g. the product 0010 matches both 0-10 and 00-).
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" Example: Exercise 16/18, p. 514/588
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Furthermore, it is sometimes easier to use the Quine-McCluskey procedure
on the complement of the truth function, if the complement has fewer entries.
The downside is that we won’t end up with a sum of products, but rather a
product of sums - if that bothers you!

Example: Exercise 19/21, p. 515/589 (or Exercise 16/18 above,

for a simpler example)
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