
Numerical Integration
MAT 229, Spring 2021

Week 5

Supporting materials
If you wish to get a different perspective on the notes below, try either of the following textbook 

sections.

◼ Stewart’s Calculus
Section 7.7: Approximate integration

◼ Boelkins/Austin/Schlicker’s Active Calculus
Section 5.6: Numerical integration

Riemann sums

Question

Approximate the area between the x-axis and y = e-x2  for 0 ≤ x ≤ 2 using four rectan-
gles:
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There are several different (common) rectangle rules:

Le� endpoint rule: ∫a
bf(x) dx ≈ ∑k=1

n f(xk-1)Δx = (f(x0) + f(x1) +…+ f(xn-1))Δx

Right endpoint rule: ∫a
bf(x) dx ≈ ∑k=1

n f(xk)Δx = (f(x1) + f(x2) +…+ f(xn))Δx

Midpoint rule: ∫a
bf(x) dx ≈ ∑k=1

n f xk-1+xk2  Δx = f x0+x12  + f x1+x22  +…+ f xn-1+xn2  Δx

http://ceadserv1.nku.edu/longa//classes/mat229/highlights/7.7.pdf
https://scholarworks.gvsu.edu/books/10/


Of these three, the Midpoint method is the most accurate.

Trapezoid rule
The trapezoid rule for estimating ∫a

bf(x) dx with n trapezoids is the average of the le� endpoint rule and 

the right endpoint rule each with n rectangles. Let Δx = b-a
n  and xk = a + kΔx.

∫a
bf(x) dx ≈ ((f (x0)+f (x1)+f (x2)+…+f (xn-2)+f (xn-1))Δx+(f (x1)+f (x2)+f (x3)+…+f (xn-1)+f (xn))Δx

2

= 1
2 Δx(f(x0) + 2 f(x1) +…+ 2 f(xn-1) + f(xn))

The Trapezoidal method is about half as accurate as the Mid-

point method: so Midpoint is still the winner!

Actually, the Trapezoidal method is the average of the le� endpoint and right endpoint methods. 
But it still can’t beat the Midpoint rule.

Example

Estimate ∫1
3 1
1+x2 dx using the trapezoid rule with 4 trapezoids.

◼ n = 4, the number of trapezoids

◼ Δx = 3-1
4 = 1

2

◼ Using xk = a + kΔx with a = 1 and Δx = 1
2 = 0.5

◼ x0 = 1 (x0 is always the lower limit, the a-value.)

◼ x1 = 1.5

◼ x2 = 2

◼ x3 = 2.5

◼ x4 = 3 (xn is always the upper limit, the b-value.)

◼ ∫1
3 1
1+x2 dx ≈

1
2 Δx(f(x0) + 2 f(x1) + 2 f(x2) + 2 f(x3) + f(x4))

= 1
2 

1
2  

1
1+(1)2

+ 2 1
1+(1.5)2

+ 2 1
1+(2)2

+ 2 1
1+(2.5)2

+ 1
1+(3)2

 ≈ 0.472812
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Questions

◼ Use the fundamental theorem of calculus to get the exact value for ∫1
3 1
1+x2 dx.

◼ How good is the approximation? Find the absolute error exact - approximation.

Questions

◼ Is the trapezoid rule the same as the midpoint rule?

◼ Use the trapezoid rule to estimate ∫0
2 1 + x3 dx with 5 trapezoids.

(Video)

Errors in numerical integration
When you approximate a quantity, typically you want to have some idea about how good your approxi-
mation is.

Definition

The absolute error E in estimating value V with approximation A is
E = V - A

Questions

◼ Use the trapezoid rule with n = 5 to estimate ∫0
1x2 dx.

◼ Determine the error in using this approximation.

(Video)

Error bounds

Suppose f″(x) ≤ K for a ≤ x ≤ b where K is a constant. The error in approximating ∫a
bf(x) dx

◼ with the trapezoid rule using n trapezoids is absolute error ≤ K(b-a)3

12 n2 .

◼ with the midpoint rule using n rectangles is absolute error ≤ K(b-a)3

24 n2 .

Notice that the error bound for Midpoint is half that of the Trapezoidal rule (meaning that Midpoint is 

generally about twice as good as Trapezoidal).
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https://nku.zoom.us/rec/share/R3it9FZa57JIqFndTZrsDZwc39aTQb4exsn6FN1gT4c45hCZ2ioCenIfya8T3MqU.oxATS0caWzB3EDzB
https://nku.zoom.us/rec/share/n2pnbEpSl-A8Pgw9zFt0k54Pd0EBcwd_uS5_B7M-k3Pzauo0FX4cVfFgo6RS6Rf-.Ken8fqa_yZQCTetg


Example

We want to approximate ∫0
1e-x2 dx. Let f(x) = e-x2.

◼ What is f″(x)?

◼ f ′(x) = -2 x e-x2

◼ f ′′(x) = -2 e-x2 + 4 x2 e-x2 = 2 e-x22 x2 - 1

◼ We want a constant value for K, in f″(x) ≤ K for 0 ≤ x ≤ 1. Plot the graph of f″(x)  for these 

values of x.

������ PlotAbs2 E^-x^2 2 x^2 - 1, {x, 0, 1}

������
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From this plot, choose K to be at least the maximum height. Here that is 2.
K = 2

◼ Estimate ∫0
1e-x2 dx with the trapezoid rule using 4 trapezoids.

◼ n = 4, the number of trapezoids

◼ Δx = 1-0
4

= 1
4
= 0.25

◼ Using xk = a + kΔx with a = 0 and Δx = 0.25

◼ x0 = 0

◼ x1 = 0.25

◼ x2 = 0.5

◼ x3 = 0.75

◼ x4 = 1

◼ ∫0
1e-x2 dx ≈ 1

2
Δxf (x0) + 2 f (x1) + 2 f (x2) + 2 f (x3) + f (x4)

= 1
2
 1
4
 e-(0)2 + 2 e-(0.25)2 + 2 e-(0.5)2 + 2 e-(0.75)2 + e-(1)2 ≈ 0.742984

◼ The absolute error in our approximation is
exact value - approximation = exact value - 0.742984

≤ K(b-a)3

12 n2 = 2 (1-0)3

12 42
= 0.0104167

The approximation is good to at least one decimal place. There might be just a little bit of error in the 
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second decimal place.

Question

How many trapezoids should we use to make sure the trapezoid approximation to ∫0
1e-x2 dx has error 

less than 0.0001?

(Video)

Simpson’s rule

Estimation formula

To approximate ∫a
bf(x) dx, let n be an even number and Δx = b-a

n , then Simpson’s rule is

∫a
bf(x) dx ≈ Δx

3 (f(x0) + 4 f(x1) + 2 f(x2) + 4 f(x3) + 2 f(x4) +…+ 2 f(xn-2) + 4 f(xn-1) + f(xn))

Simpson’s rule is actually just an average of the Trapezoidal rule and the Midpoint rule. Simpson’s 2n 

rule is the average of the Trapezoidal and Midpoint rules with n rectangles:
S2 n= Tn+2Mn3

Notice that we’re adding two copies of the Midpoint rule to one copy of the Trapezoidal rule -- so we 

have three estimates of the integral (so we divide by 3). Because the error of the Trapezoidal rule tends 

to be about twice the error of the Midpoint rule, and of opposite sign, the errors cancel in a beautiful 
way to create a cool new rule!

Error bound

The error in the above approximation is

error ≤ K(b-a)5

180 n4

where K is a constant such that f (4)(x) ≤ K for a ≤ x ≤ b.

Example

We want to approximate ∫0
1e-x2 dx. Let f(x) = e-x2.

������ f[x_] = E-x2

������ ⅇ-x2

������ f''''[x]

������ 12 ⅇ-x2 - 48 ⅇ-x2 x2 + 16 ⅇ-x2 x4

The fourth derivative is
f (4)(x) = 12 e-x2 - 48 e-x2 x2 + 16 e-x2 x4

and the graph of its absolute value is
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������ Plot[Abs[f''''[x]], {x, 0, 1}]

������
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◼ We want a constant value for K, where f (4)(x) ≤ K. The maximum y-value from the above graph is 

12. Use K = 12 (or anything bigger than 12 -- but 12 gives the “tightest bound” on the error).

◼ To estimate ∫0
1e-x2 dx with the Simpson’s rule using n = 4:

◼ Δx = b-a
n

= 1-0
4

= 0.25

◼ x0 = 0
X1 = 0.25
x2 = 0.5
x3 = 0.75
x4 = 1

◼ Using n = 4, Simpson’s rule is
∫a
bf (x) dx ≈ Δx

3
f (x0) + 4 f (x1) + 2 f (x2) + 4 f (x3) + f (x4)

so

∫0
1e-x2 dx ≈ 0.25

3
e-(0)2 + 4 e-(0.25)2 + 2 e-(0.5)2 + 4 e-(0.75)2 + e-(1)2

≈ 0.746855

◼ We can use the error estimate to determine the error in our approximation. Using 

K = 12, a = 0, b = 1, n = 4, Simpson’s error estimate is
exact - 0.746855 ≤ K(b-a)5

180 n4 = 12 (1-0)5

180×44 ≈ 0.00026
We know our approximation to the integral is correct to the first 3 decimal places.

Question

The definite integral ∫0
1sin 1 + x4  dx is an integral for which we do not know an antiderivative. 

Approximate its value with error less than or equal to 0.0001 using Simpson’s rule.

(Video)
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Homework
◼ IMath problems on numerical integration.
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https://imath.nku.edu/course/course.php?cid=443

