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In[52]:=

Based on the article "Do Dogs Know Calculus?", by Tim Pennings :

So the theoretical relationship between y and x is purely linear,  with a slope of

In[53]:= slope = 1 / Sqrt[(r / s)^2 - 1]

Out[53]= 1  -1 + r2  s2

In[54]:= time[y_] := (z - y) / r + Sqrt[x^2 + y^2] / s
time'[y]
solns = Solve[time'[y] ⩵ 0, y]

Out[55]= -(1 / r) + y  sx2 + y2

Out[56]= y → -(s x)  r2 - s2, y → (s x)  r2 - s2

The data is included in the article as a table: I’ve transcribed it 
here:

https://web.williams.edu/Mathematics/sjmiller/public_html/103/Pennings_DogsCalculus.pdf
https://web.williams.edu/Mathematics/sjmiller/public_html/103/Pennings_DogsCalculus.pdf


The data is included in the article as a table: I’ve transcribed it 
here:

“I also omitted the couple of times  when Elvis, in his haste and excitement, jumped immediately into the water and 
swam the entire distance. I figured that even an ‘A’ student can have a bad day.”

We'll need Elvis's parameters for speeds, on land and in the water:

These give average speeds of (r for running, s for swimming):

In[60]:= r = Mean[20 / {3.20, 3.16, 3.15, 3.13, 3.10}]
s = Mean[10 / {12.13, 11.15, 11.07, 10.75, 12.22}]

Out[60]= 6.35394

Out[61]= 0.874634

(although Timothy took the average of only the top three speeds in his analysis). 
I might argue for median speeds, rather than means:

In[62]:= r = Median[20 / {3.20, 3.16, 3.15, 3.13, 3.10}]
s = Median[10 / {12.13, 11.15, 11.07, 10.75, 12.22}]
slope

Out[62]= 6.34921

Out[63]= 0.896861

Out[64]= 0.142686

Let's look at some plots, of data versus the theoretical model from the optimization model of calculus:
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Out[67]=
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Elvis Data and theoretical model

In[68]:= lm = LinearModelFit[data, t, t, IncludeConstantBasis → False]
regressionmodelplot = Plot[lm[x], {x, 0, 20}, PlotStyle → Red];
lm["ParameterTable"]

Out[68]= FittedModel 0.170673 t 

Out[70]=
Estimate Standard Error t-Statistic P-Value

t 0.170673 0.00714482 23.8876 7.84936×10-23

Out[71]=
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Elvis Data, regression model (solid), and theoretical model (dashed)

In[72]:= f[m_] := Sum[(y〚i〛 - m * x〚i〛)^2, {i, 1, 35}]
Solve[f'[m] ⩵ 0, m]

Out[73]= {{m → 0.170673}}

Out[74]=
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